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WHAT IS HPG?

"High-Performance Computing," or HPC, is the application of
"supercomputers” to computational problems that are either
too large for standard computers or would take too long.

- NICS

High-performance computing (HPC) is The term high performance
the use of super computers and parallel computing (HPC) refers to any
processing techniques for solving computational activity requiring
complex computational problems. more than a single computer to
execute a task.

- Techopedia

- HPC Wales

HPC is an activity characterized by the workload’s
nature, intent, and response to scale. =



HPC IS EVOLVING, EXPANDING
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SYSTEM PERSPECTIVE: TWO SEPARATE WORLDS
ANALYTICS

FORTRAN [/ C++ Applications Programming Java* Applications
MPI Model Hadoop*, Spark*
High Performance Simple to Use
SLURM* Resource YARN*
Supports large scale startup Man ager More resilient of hardware failures
Lustre* il HDFS*
Remote Storage File Sy5tem Local Storage

Compute & Memory Focused

Storage Focused
High Performance Components Hardware

Standard Server Components

SSDs Fabric HDDs Ethernet

Daniel Reed and Jack Dongarra, Exascale Computing and Big Data in Communications of the ACM journal, July 2015 (Vol 58, No.7), and Intel analysis
Other brands and names are the property of their respective owners.
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THE NEXT BIG WAVE OF COMPUTING
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THREE PILLARS OF THE EXASCALE ERA

DATA ANAlYTICS

Data Drives In ght

s T T T L]
SR S 1 S NEEn !
= Al TRl
l | | el L
I TR T
§ i T
4 1 B
\ Eh

— T

—=

ARTIFICIAL INTELLIGENGE

Model Inferred from Data




Defining the “Three Pillars”

Traditional HPC
Big Data Analytics

Artificial Intelligence



Traditional High-Performance Computing

Equation-driven simulation

Performance is critical (and largely the user’s responsibility)

» Low-level languages: Fortran, C, and C++

» Established parallel methods: MPI, OpenMP, TBB, CUDA

= Established numerical methods and math libraries

Batch processing

= Assumption of dedicated compute nodes with closed-ended, single-user processes
» Checkpoint/restart already part of most HPC applications

= CPU-hour is the allocation unit
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Big Data

Overloaded, hyped term
Threshold used in the present study:

» The data is large enough that I/O, transfer, storage, and archiving are first-order
considerations in the workflow, e.qg.:

— 1/O consumes a significant portion of the runtime and stresses the filesystem
— Repeated transfer between disk and memory is problematic
— Computation must be brought to the data rather than vice versa

— Archiving is an important part of the workflow
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Artificial Intelligence

Another overloaded, hyped term
Threshold used in the present study:

= Somewhere in the workflow, an automated process augments human judgment in
the data processing, decision-making, or interpretation of results.

= |t can be anything from rule-based decision support to deep neural networks.
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“Three Pillars” Use-Cases

Traditional high-performance computing, artificial intelligence, and big data analytics
are converging.



Three Pillars Bonus Features

Application/Project Use-Cases SciVis | Interactive
Steering

Sequence Variant Calling (CCBGM) Genetics v v

Cryo-Electron Microscopy (LBNL) Structural Biology v v 4 4

Turbulent Flow Data (TACC) Fluid Dynamics 4 4 4 4

HathiTrust Research Center (I1U, UIUC) Digital Humanities v v v

Google Ngram Linguistics v v

Stellar Magnetism (TACC) Astrophysics v v v

ModelCenter Explore (Phoenix Integration) Manufacturing v 4 v v

Tox21 Consortium (EPA, NIH, FDA), Robot Toxicology, v v v

Scientist (University of Manchester) Pharmacology

Big Data to Knowledge (NIH) Medicine 4 4 4 4

ALCF Data Science Program (ANL) Physics, Energy, v v v v v
Brain

Pittsburgh Science of Learning Center DataShop Education v v

(CMU)
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https://pslcdatashop.web.cmu.edu/

Generic Converged Use-Case #1
Many scientific applications fit this workflow.

Distributed Database,
Parallel Filesystem

Data-Collection Compute Resource
Instrument —— :
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The instrument
can be anything
from a DNA
sequencer to a
medical device to

o
Interactive I
Steering

’
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aradio telescope \
to an loT network, “’5
o
etc. Researcher/Analyst
b e e e o e e et e e e M |
Augment human analysis and interactive Better performance blurs the line between
steering with artificial intelligence for better pre- and post-processing, allowing results
performance. while the sample is still in the instrument.
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Generic Converged Use-Case #2
Collaborative environments are common in medicine.

CIin;TI!SIEHR
[11Y11] H
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Clinician Symptom
assessment  assessment

Unsupervised
Ieamlng

Grapbhical
models . .

Supervised
learning .

® PATIENT-SPECIFIC
b THERAPEUTIC
. / CHOICES
3 \i‘
EHR Data Actionable BIOMARKER
|nformatlon PhyS|C|an MEdlcal $ DISCOVERY

Informaticist

Patients Integrated Compute/Storage Platform
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Biotech StartupX

Use-Case #1

AWS S3 _ AWS Lambda
Retrieve _ _
AWS APl Submit Order ~___] Sequences  ERNA, Organism,  Candidate gRNA
Gateway Genomes — gRNA, Organism,
;é.RNAN arganismM
N x M Sequence Alignments
Use-Case #2

Analytics

4

Unsupervised
learning

(20

Supervised
learning .

AWS ML (Training)

Graphical
models

AWS Rekognition

DATACENTER GROUP

‘ Candidate gRNA AWS ML

» (Inference)

-
-
-
-

e\ _

gRNA ($)
KO cell line ($)

intel‘ . 17




Generic Converged Use-Case #3
Real-time monitoring and surveillance.

Independent )
Data Produce EEEEE——

Retrieval and

Aggregation
nchron
Sﬁizarcninog [c)):ti Distributed Time-Series Compute Resource

This can be any Database f
collection of data Analytics
producers (e.g., weather
satellites, loT sensor
networks). These could be

intelligence analysts,
meteorologists, stock
analysts, etc.

Researchers/Analysts
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Generic Use-Case #4: Portals

Defining characteristics:

= Raising the level of abstraction
— Computations initiated through intuitive, high-level interfaces
— Complex HPC, BDA, and Al accessible to computing novices

— Compute and data environments hidden from users

= Separation of concerns
— Users focus on answering research questions

— Maintainers focus on computational efficiency and data integrity

= Data are too large and/or dynamic to easily copy and maintain locally

— Bring users to data instead of distributing data to users
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Generic Converged Use-Case #4 (example 1)

The National Library of Medicine has embraced abstraction for its vast text corpora.

O X

Qo:-

Researchers specify search terms
or text collections within PubMed.

LEu\Ta or

[PubMed VI

=| hitps://www.nch.. © ~ @ & | 2| PubTator

Welcome! Guest. | Log in

Search

Example: ESR1 breast cancer

The portal applies powerful ML
analysis tools to the input data.

Create a new collection.

PubTator is a Web-based tool for accelerating manual literature curation (e.g. annotating biological
entities and their relationships) through the use of advanced text-mining techniques. As an all-in-one
system, PubTator provides one-stop service for annotating PubMed citations. We keep in sync with
PubMed and update automatic computer annotations every day. See our PubTator presentation here.

PubTator is powered by DNorm tmChem tmVar GNormPlus

SRAGN SimConcept

v

e ——

A

PubTator X ﬁ NCBI Text Mining Tools

Welcome! Guest. | Log in
| Download Triage Annotations ” Download Entity Annotations |

parch

to a new collection || Add to an existing collection |

Collections

Manage collection @

Bioconcepts
Chemica
lermination of prognosis and identification of the most appropriate i
linicopathological prognostic factors, biomarkers such as HER2/neu Gene
ncotype DX and MammaPrint. Oncotype DX and MammaPrint, may ™ Mutation
R2-negative that are either lymph node-negative or .
afive patients. For selecting likely response to endocrine therapy, Species

identifying likely response to anti-HER2 therapy, determination of
rs for , current research is focusing on and
cer is the mutational status of ER (ESR1) for predicting the
iomarkers for predicting response to radiotherapy and specific

4

Manage bioconcepts @

The underlying computations are
hidden from the user. Analysis
results are simply returned.
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Comparative Toxicogenomics Database project mines massive scientific text corpora
for chemical-gene-disease (C-G-D) relations.
Scientific Literature

Generic Converged Use-Case #4 (example 2)

Chemical

Compute Resource
T T T T Infered
Gane Relationship Disease
Gene
N
Chemical Relationship Disease
Network
Assembling the semantic network is a continuous compute-, data-, Assembly
Corpus and human-intensive process with Al augmenting human curation.
Query Portal :
- e Queries
Al and Controlled
Vocabularies
DATA CENTER GROUP

Hypotheses
Users

(e.g., chemical toxicity, drug ~ Semantic Network
therapies, genetic tests)

of C-G-D Relations




Future Platforms

Traditional HPC platforms stressed processor and interconnect performance.

Newer platforms must balance processor, memory, interconnect, and I/O performance
to accommodate both equation- and data-driven applications.



Resource Allocation in Future Environments

Is the processor-hour still the primary allocation unit?
Do tiered memory- and disk-hours have to be counted?

|s dedicated compute still a valid assumption, or is multi-tenancy the new
norm?

Do single-user jobs give way to multi-user jobs (where some of the users are
event-triggered Al agents)?
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The Future of High-Performance Computing
Heterogeneity (CPU, GPU, FPGA, ASIC, etc.)

= Blessing: target algorithms to architectures

» Curse: must target algorithms to architectures for efficiency

» Demands separation of concerns between domain experts and tuning experts
Productivity and interactivity

» Rise of high-level languages: Python, R, Julia, Go, etc.

» [ncreasing reliance on frameworks: Apache Spark, TensorFlow, etc.

Workflows are both data- and equation-driven

» Data streaming from appliances and edge devices

» Persistent, memory-resident, and distributed databases

» Not necessarily closed-ended, single-user batch processes on dedicated resources

» Artificial intelligence augments human judgment to improve final results
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Science https://www.theregister.co.uk

Curation and Archiving NASA dusts off FORTRAN manual,
The Afterthought of Computational Research | evives 20-year-old data on Ganymede

) ) Analysing Galileo's Jovian moon results
Data plans not discussed in use-cases

By Richard Speed 1 May 2018

Funding agencies now require data plans
* Necessary funding rarely provided
* Archiving is a continuous effort

* Curation is labor-intensive and requires
specialized skills and knowledge

« Little agreement on metadata standards

Sometimes easier to repeatan experiment NASA Galileo Probe (onesy NASA/JPL-Caltech)

SO m etl mes eas | er to re p rocess o ri gl N al d ata NASA scientists have made some new discoveries about Jupiter's giant

moon Ganymede, thanks to a dedicated team, an elderly VAX machine
and 20-year-old data from the long-defunct Galileo probe.
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